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A B S T R A C T

Delay-Tolerant Networks (DTN) enable store-carry-and-forward data transmission in networks challenged by
frequent disruptions and high latency. Existing classification distinguishes between scheduled and probabilistic
DTNs, for which specific routing solutions have been developed. In this paper, we uncover a gap in-between
where uncertain contact plans can be exploited to enhance data delivery in many practical scenarios described
by probabilistic schedules available a priori. Routing under uncertain contact plans (RUCoP) is next formulated
as a multiple-copy Markov Decision Process and then exported to local-knowledge (L-RUCoP) and Contact
Graph Routing extensions (CGR-UCoP) which can be implemented in the existing DTN protocol stack. RUCoP
and its derivations are evaluated in a first extensive simulation benchmark for DTNs under uncertain contact
plans comprising both random and realistic scenarios. Results confirm that RUCoP and L-RUCoP closely
approach the ideal delivery ratio of an oracle, while CGR-UCoP improves state-of-the-art DTN routing schemes
delivery ratio up to 25%.
1. Introduction

The term Delay tolerant networking (DTN) was introduced by K.
Fall in 2003 to designate time-evolving networks lacking of a continu-
ous and instantaneous end-to-end connectivity [1,2]. Since then, DTNs
have drawn much attention from many researchers due to its applica-
bility in very distinct domains including deep space [3] and near Earth
communication networks [4], airborne networks [5], vehicular ad-hoc
networks [6], mobile social networks [7], Internet of things [8] and
underwater networks [9]. Indeed, delay and disruption conditions can
be generated by long signal propagation time, regular node occlusion,
high node mobility and reduced communication range and resources.

Although from diverse origins, partitions and delay in DTNs are
tackled by a bundle layer that sits above specific layers of each network
family [10]. The key feature of the bundle layer is a persistent storage
on each DTN node to store-carry-and-forward bundles of data (or simply
bundles as per DTN terminology) as transmission opportunities become
available. Since data can propagate or rest in intermediate nodes for
arbitrary amounts of time, DTN protocols and applications assume no
immediate response from the receiver and tend to minimize end-to-
end exchanges [11]. The time-evolving and partitioned nature of DTNs
favor the representation of connectivity by means of contacts, a contact
being an episode of time when a node is able to transfer data to another
node.

Taxonomy The literature [2] classifies contacts in DTNs as:
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• Scheduled: Contacts can be accurately predicted. Expected con-
tacts can be imprinted in a contact plan comprising an exhaustive
expression of the future network connectivity [12]. Such knowl-
edge can be exploited to optimize resource utilization [13–15],
medium access decisions [16] and routing calculations such as in
Contact Graph Routing (CGR) algorithm [17,18].

• Probabilistic: Contact patterns are dynamically inferred as network
evolves in time. Routing is based on a topology model composed
of probabilistic metrics accounting for the likelihood of meeting a
given neighbor in the future [19–21]. In order to enhance delivery
probability, multiple copies are sent through different paths, an
approach that has also been considered for scheduled DTNs to
forego the need of processing large contact plans [22].

• Opportunistic: No assumptions can be made on future contacts.
Trivial flooding-based schemes have been used for opportunistic
DTNs [23], as well as controlled flooding such as Spray-and-
Wait (S&W) to reduce replication overhead [24,25], among others
opportunistic path models [26]. Also, previous research has ex-
tended scheduled routing approaches to cope with unpredictable
opportunistic contacts [27].

In this paper, we claim the existence of DTN under uncertain sched-
ules or uncertain contact plans, which are not properly covered by the
existing DTN classification:
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• Uncertain: Contacts whose materialization can differ from the
original plan with a given probability available a priori. For
example, expected contacts have a chance of being affected by
well-known failure modes or by an incomplete or inaccurate (but
bounded) knowledge of the system status by the time the schedule
was computed. In other words, while in probabilistic DTNs the
probability is assigned to a next-hop node (i.e, the probability of
meeting a given node, based on contact history), uncertain DTNs
under uncertain contact plans assign probabilities to forthcoming
contacts (i.e., the probability of meeting a given node in a given
time episode in the future).

ncertain DTNs. Uncertain DTNs differ from perfectly scheduled DTNs
n the nature of their contacts, which are no longer certain to occur (un-
ertain contacts have an associated probability of existing or failing).
hey also differ from probabilistic DTNs in the features of the model
sed to represent and reason about the network dynamics. Instead
f relying on abstract node’s visibility patterns (learned on the fly),
ncertain DTNs exploit time-dependent probabilistic information of the
orthcoming connectivity episodes encoded in the so-called uncertain
ontact plan (computed in advance). An uncertain contact plan is a
robabilistic schedule that includes information regarding the proba-
ility of future contacts to diverge from the plan. The advantage of
ccounting for this knowledge in uncertain DTNs is that it can be used
o make specific routing, forwarding and bundle replication decisions
ver the most reliable routes towards a destination, thus optimizing the
ata delivery chances.

The different nature of probabilistic and uncertain DTNs can also
e appreciated in the route structure. Routes in probabilistic DTNs are
xpressed as a sequence of nodes through which the bundle shall be

forwarded. There is no specific information on when the route hops
will actually happen, just a time-averaged expectation based on inter-
nodes visibility patterns. On the other hand, uncertain contact plans
bring the notion of uncertain contact, which is also probabilistic, but
encoding timing information is unavailable in traditional probabilistic
schemes. Thus, and similarly to scheduled DTNs, routes in uncertain
DTNs are constructed as a sequence of uncertain contacts, which renders
a delivery probability through each path, and thus, more granular and
accurate (but also challenging) decision making opportunities.

Applications for uncertain DTNs include DTN networks based on
a schedule of fault-prone nodes (unreliable space networks [28]), un-
certain mobility patterns (public vehicle networks [29]), interference-
sensitive communication links (cognitive radio [30]), or third-party
carriers with limited availability (backbone links with known reliabil-
ity [31]). Indeed, the uncertain contact plan including contacts proba-
bilities can be computed by specific network models (i.e., fault-prone
satellite trajectories), empirically estimated in a controlled environment
(i.e., lab or simulation setup), or made available from existing statistics
(i.e., interference reports). As a result, an uncertain contact plan can be
conveniently pre-computed instead of dynamically learned by nodes as
in probabilistic DTNs, removing the burden of a training phase, and
benefiting from highly accurate routing schemes for uncertain DTNs as
introduced in this paper.

Previous Works. Previous works have addressed the survivability
properties of time-varying networks [32], as well as the problem of reli-
able topology design in DTN [33]. However, to the best of the authors’
knowledge, the problem of reliable route determination based on un-
certain contact plans has been overlooked. Authors have already stud-
ied how schedule-aware (i.e., CGR) and schedule-agnostic (i.e., S&W)
routing schemes behave under uncertain contact plans in [28,34,35]
(probabilistic routings such as MaxProp [20] and Prophet [19] were
disregarded as they are based on learning phases during network oper-
ations). These papers essentially showed that existing routing schemes
only perform well on their respective domains (perfectly scheduled
or fully opportunistic), while significant room for improvement was
2

identified for scenarios with uncertain schedules. In order to evaluate
the potential improvement, the authors in [36] have approached the
problem with a first theoretical formulation based on probabilistic
model checking techniques [37–39], where the contact plan with its
respective fault probabilities is modeled as a Markov Decision Process
(MDP). Although this first approach provided a compelling optimal
solution for single-copy routing, replication-based heuristics remained
an open topic. Exception to this statement is a recent publication that
addressed the multi-copy DTN routing problem by means of approx-
imated simulations techniques based on distributed schedulers [40].
However, simulation techniques lack the required optimality guarantee
that formal MDP models can provide.

Contributions. In this paper, we present Routing under Uncertain
Contact Plans (RUCoP), a comprehensive framework to execute reli-
able routing under uncertain contact plans. RUCoP embraces single
copy [36] and extends it to multiple-copy routing in an overcoming
MDP model expression. As the fact of considering multiple copies ren-
ders the focus of [36] unsuitable, we propose a novel MDP formulation
accompanied by a specific resolution algorithm. The fact of using MDP
arises naturally since the Markov kernel corresponds to probabilistically
quantified uncertainty on the contacts while the decisions (or the non-
determinism) of the MDP correspond to the possibilities of routing
decisions of each node at a given time. The RUCoP model is the first of
its kind to consider rerouting, which models both the fault detection
and reaction time of the DTN routing agent. Modeling this crucial
and practical aspect allows us to introduce L-RUCoP (a variation that
uses only local information available on each node) and CGR-UCoP
(an extension to CGR that materializes routing under uncertain contact
plans in existing DTN protocol stacks). We evaluate and compare the
RUCoP, L-RUCoP and CGR-UCoP in an appealing benchmark compris-
ing networks with random failures as well as realistic case studies of
Low-Earth Orbit (LEO) satellite networks with uncertain inter-satellite
and ground contacts. Results provide compelling evidence that RUCoP
provides the adequate framework to route in uncertain DTNs.

To summarize, contributions in this paper are enumerated as fol-
lows:

1. We present a new uncertain DTN classification and model;
2. We introduce RUCoP to route on uncertain DTNs based on a

theoretical MDP formulation;
3. We propose L-RUCoP and CGR-UCoP as concrete practical appli-

cation approaches derived from RUCoP; and
4. We evaluate RUCoP, L-RUCoP and CGR-UCoP in realistic fault-

prone LEO satellite networks.

The remaining of this paper is organized as follows. Section 2
presents the uncertain DTN network model which is used to construct
the RUCoP model and derived L-RUCoP and CGR-UCoP in Section 3. A
comparison benchmark and subsequent results are presented, analyzed
and discussed in Section 4. Finally, the paper is concluded in Section 5.

2. Uncertain DTN model

2.1. Uncertain time-varying graph

In order to model a time-evolving and uncertain DTN network,
the time-varying graph proposed in [32] is extended by uncertainty
functions into an Uncertain Time-Varying Graph defined as follows.

Definition. An Uncertain Time Varying Graph  = (𝐺,  , 𝑝𝑓 , 𝜍, 𝑓𝑑𝑑 ) is
a Graph composed of the following components:

1. Underlying (static) digraph 𝐺 = (𝑉 ,𝐸). Represents the connec-
tivity of the network that remains stable during a time slot.
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Fig. 1. Uncertain time-varying graph model example with 4 nodes, 4 time slots  and
4 contacts.

2. Time slot  ⊆ 𝐓, where 𝐓 is the time domain (e.g. the natural
numbers).  = {𝑡0, 𝑡1,… , 𝑡𝑇 } is a discrete and finite time span
set, where 𝑇 is an integer indicating the horizon of interest,
measured in the number of slots. The slot length in  can be
adjusted in order to capture (i) the topological changes, and (ii)
the minimum period of time it takes a node to realize a link has
failed to establish.

3. Edge failure probability function 𝑝𝑓 ∶ 𝐸 ×  → [0, 1]. It
indicates the probability an edge will not occur as expressed in
the uncertain contact plan, i.e., a topology change respects the
original schedule. Indeed, 𝑝(𝑒, 𝑡) = 1−𝑝𝑓 (𝑒, 𝑡), where 𝑝(𝑒, 𝑡) stands
for the edge 𝑒 success probability at the time slot 𝑡. A success
probability of 𝑝(𝑒, 𝑡) = 0 indicates no contact is present at this
edge.

4. Edge delay function 𝜍 ∶ 𝐸 ×  →  . It models the time data
spend on crossing an edge between two nodes. When 𝜍(𝑒, 𝑡) = 0,
the time is insignificant compared with the time slot duration,
i.e., the data is delivered immediately. The value of the edge
delay function stands for the number of time slots (i.e., 𝜍(𝑒, 𝑡) is
an integer) required for the target node to receive the traffic.

5. Edge failure detection delay function 𝑓𝑑𝑑 ∶ 𝐸 ×  →  . It
stands for the time it takes to detect a contact did not occur as
expected. As with the edge delay function, 𝑓𝑑𝑑 (𝑒, 𝑡) is expressed
as a number of time slots. In DTN protocol terminology, 𝑓𝑑𝑑 (𝑒, 𝑡)
would represent the bundle custody acknowledge timeout. In
general, 𝑓𝑑𝑑 (𝑒, 𝑡) ≥ 𝜍(𝑒, 𝑡).

Fig. 1 illustrates an example DTN graph modeled by an uncertain
time-varying graph. All edges present in 𝐺 = (𝑉 ,𝐸) are configured with
a failure probability function 𝑝𝑓 = 0.5 and a delay function 𝜍 = 0. In the
model, a contact between two nodes can span several time slots, such
as the 𝐵−𝐶 case spanning 𝑡1 and 𝑡2. Also, a time slot can represent long
and stable topological periods with the same underlying digraph, such
as 𝑡3 with an edge between 𝐶 −𝐷. At 𝑡2, node 𝐶 will be able to detect
a failure on edge 𝐶 − 𝐷 and react at the beginning of 𝑡3, as its failure
detection delay 𝑓𝐶−𝐷

𝑑𝑑 = 1. However, node 𝐷 will not do so before 𝑡3
terminates since 𝑓𝐷−𝐶

𝑑𝑑 = 2. Indeed, contacts in DTN are unidirectional
and can have different properties on the forward and return link.

Failure probability 𝑝𝑓 in , 𝜍, and 𝑓𝑑𝑑 are expressed on a per-
slot basis. Two modeling approaches with different interpretations are
envisioned on this regard: coarse and fine grained slotting.

Coarse-grained slotting: When time-slots are designed to contain full
contacts (i.e., 𝐵−𝐷 contact in 𝑡1 in Fig. 1), then 𝑝𝑓 represents the failure
probability of the whole contact. In other words, the whole contact
3

exists or the whole contact fails. In such case, an 𝑓𝑑𝑑 = 0 would model
Fig. 2. Rerouting is possible when node 𝐶 detects a failure at the end of 𝑡1 (𝑓𝑑𝑑 = 1)
and has an alternative route to 𝐷 at 𝑡2 that arrives on the same time slot (𝜍 = 0).

the case where the failure of the contact is detected and reacted upon
immediately at contact start time, while an 𝑓𝑑𝑑 = 1 would represent the
case where the contact is declared as failed only once it is finalized.
This approach is appropriate to model transient failures in nodes,
for instance. Also, coarse-grained slotting is particularly appealing for
networks with sparse contacts, which can be bounded by a single time
slot 𝑡𝑛 in  .

Fine-grained slotting: When a contact spans several smaller time slots
(i.e., 𝐵−𝐶 contact in 𝑡1 and 𝑡2 in Fig. 1), 𝑝𝑓 is the probability of failure
of each of the slotted episodes comprising the contact. In this case, a
finer-grain slotting can be exploited to model independent transmission
attempts within the contact. An 𝑓𝑑𝑑 = 1 would thus model a timeout
qual to the bundle transmission duration and the round trip time delay
or receiving a delivery confirmation. Fine-grained slotting can be used
o model contacts where poor channel conditions or interference from
ther sources render a successful transmission uncertain.

.2. Fault detection and rerouting

Rerouting after effective detection of a failed contact or transmission
ttempt is a fundamental practical aspect to model the overall data
low in DTNs under uncertain contact plans. Single route reliability
stimations such as those in [32] can result inaccurate in practice
hen nodes detect and act upon unexpected failures. However, the
henomena is not trivial.

Consider the example of Fig. 2 in which all links have a failure
robability 𝑝𝑓 = 0.5 with the exception of 𝑆 → 𝐵 at 𝑡0 and 𝐶 → 𝐷 at 𝑡1
hich have a failure probability of 𝑝𝑓 = 0.80 and 𝑝𝑓 = 0.75 respectively.
he transmission delay 𝜍 = 0 and failure detection delay is 𝑓𝑑𝑑 = 1
or all links and data flows from source 𝑆 to destination 𝐷. Without
onsidering rerouting, routes via node 𝐴 (𝑆 → 𝐴 → 𝐵 → 𝐷) and via

node 𝐶 (𝑆 → 𝐶 → 𝐷) would be equally reliable because they both
account for a successful delivery probability (SDP) of 0.125. However,
rerouting after failure detection might challenge this calculation. If the
link between 𝐴 → 𝐵 fails in the route via 𝐴, then the data will not
each the destination. But, if the contact between 𝐶 → 𝐷 fails, it is still
ossible to relay the data to node 𝐸 after 𝑡1, which has another route
owards 𝐷. In a context where rerouting is possible with 𝑓𝑑𝑑 <= 1,

the probability of a bundle to reach the destination via node C is 75%
higher (𝑆𝐷𝑃 = 0.219). Otherwise, for 𝑓𝑑𝑑 >= 2, the delivery probability
through 𝐶 remains 𝑆𝐷𝑃 = 0.125.
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In the following section, we claim the rerouting effect in an un-
certain time varying graph can be properly represented by means of
Markov Decision Processes.

3. Routing under uncertain contact plans

3.1. Markov decision process

A Markov Decision Process (MDP) is a mathematical structure that
allows for the modeling of discrete-time systems in which the inter-
action between non-deterministic and probabilistic behavior is cen-
tral [41,42]. Thus, MDPs provide an appropriate framework for mod-
eling decision making on systems under probabilistically quantified
uncertainty.

In its simplest form, a MDP  is a tuple (𝑆,𝐴𝑐𝑡,𝐏, 𝑠0) where

• 𝑆 is a finite set of states with initial state 𝑠0 ∈ 𝑆,
• 𝐴𝑐𝑡 is a finite set of actions, and
• 𝐏 ∶ 𝑆 × 𝐴𝑐𝑡 × 𝑆 → [0, 1] is a transition probability function such

that ∑𝑠′∈𝑆 𝐏(𝑠, 𝛼, 𝑠′) ∈ {0, 1}, for all 𝑠 ∈ 𝑆 and 𝛼 ∈ 𝐴𝑐𝑡.

If ∑𝑠′∈𝑆 𝐏(𝑠, 𝛼, 𝑠′) = 1, 𝛼 is said to be enabled in 𝑠. In this case, 𝐏(𝑠, 𝛼, ⋅)
can be interpreted as the probability distribution of choosing the next
state, conditioned to the fact that the system is in state 𝑠 and action
𝛼 has been chosen. We notice that it is usually required that at least
one action is enabled in every state. Since the problem ahead is a
reachability problem (instead of a cost or reward problem), the usual
reward function does not play any role and hence we have omitted it
in the definition of MDPs.

The intuitive operational behavior of the MDP  is as follows.
The computation of  starts at the initial state 𝑠0. Assume now the
computation has taken 𝑛 steps and reached state 𝑠𝑛. At this moment
one of the enabled actions in 𝑠𝑛, say 𝛼𝑛+1, is chosen to resolve the non-
determinism at this state. The next state 𝑠𝑛+1 is now sampled randomly
according to distribution 𝐏(𝑠𝑛, 𝛼𝑛+1, ⋅).

Different types of properties could be required to a MDP. The usual
objective is to find a policy that maximizes or minimizes the likelihood
of the given property. A policy is a function 𝜋 ∶ 𝑆 → 𝐴𝑐𝑡 that defines the
decision to be made in a possible resolution of the non-determinism.1
Thus, limiting the MDP  to the choices of the policy 𝜋 defines a
Markov chain for which probabilities can be calculated.

We are particularly interested on maximizing the probability to
reach a state in the set of goal states 𝐵 ⊆ 𝑆 from the initial state
𝑠0, say 𝑃𝑟max

𝑠0
(𝑟𝑒𝑎𝑐ℎ(𝐵)). (In our case, 𝐵 is the set of states in which

bundles have been successfully delivered.) Moreover, we want to obtain
the maximizing policy. This problem can be solved using the Bellman
equations as follows [38]. Let 𝑆=0 ⊆ 𝑆 be the set of states whose
probability of reaching a state in 𝐵 is 0. (𝑆=0 could be calculated in
(|𝑆|).) For each state 𝑠 ∈ 𝑆, define a variable 𝑥𝑠 which represents
the maximum probability of reaching a goal state in 𝐵 from 𝑠, that
is 𝑥𝑠 = 𝑃𝑟max

𝑠 (𝑟𝑒𝑎𝑐ℎ(𝐵)). Then, precisely the vector (𝑥𝑠)𝑠∈𝑆 is the least
solution of the following equation system:

𝑥𝑠 = 1 if 𝑠 ∈ 𝐵

𝑥𝑠 = 0 if 𝑠 ∈ 𝑆=0

𝑥𝑠 = max
𝛼∈𝐴𝑐𝑡(𝑠)

∑

𝑡∈𝑆
𝐏(𝑠, 𝛼, 𝑡) ⋅ 𝑥𝑡 if 𝑠 ∈ 𝑆∖(𝑆=0 ∪ 𝐵)

Besides, the maximizing policy 𝜋max can be obtained as follows:
max(𝑠) = argmax

𝛼∈𝐴𝑐𝑡(𝑠)

∑

𝑡∈𝑆
𝐏(𝑠, 𝛼, 𝑡) ⋅ 𝑥𝑡 if 𝑠 ∈ 𝑆∖(𝑆=0 ∪ 𝐵)

1 Polices could be more complex, depending on the whole history rather
han the current state, and selecting randomly among the enabled actions. The
efinition given here correspond to the so called memoryless and deterministic
olicies, which is sufficient for our purposes.
4
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Table 1
Notation reference.

Symbol Description

Uncertain DTN model (Section 2)

𝑝𝑓 (𝑒, 𝑡) Failure probability for link 𝑒 at time slot 𝑡
𝜍(𝑒, 𝑡) Delay for link 𝑒 at time slot 𝑡
𝑓𝑑𝑑 (𝑒, 𝑡) Failure detection delay for link 𝑒 at time slot 𝑡
 Set of time slots

RUCoP core algorithm (Section 3.2)

𝐺𝑡𝑖 Underlying digraph 𝐺 for time slot 𝑡𝑖
𝑡𝑒𝑛𝑑 Set of successful final states
𝑡𝑖 Set of states at time slot 𝑡𝑖
𝑐𝑝(𝑐) Number of copies at node 𝑐
𝑡𝑖 Set of nodes carrying copies in time slot 𝑡𝑖
𝑝𝑟𝑒𝑑+

𝐺𝑡𝑖
(𝑐) Set of all nodes in 𝐺𝑡𝑖 reaching 𝑐 in at least one hop

𝑝𝑎𝑡ℎ𝐺𝑡𝑖
(𝑐′ , 𝑐) Set of directed path from 𝑐′ to 𝑐 in 𝐺𝑡𝑖

𝑐 Set of paths leading to 𝑐
𝑅 Set of rules (i.e. pairs of no. of copies and a path)
𝑐 Set of 𝑐-compatible sets of rules (i.e. set of rules

transmitting exactly 𝑐𝑝(𝑐) copies from 𝑐)
𝑇 𝑟(𝑠) Set of actions leading to state 𝑠 (an action is a set of

rules distributing exactly 𝑛𝑢𝑚_𝑐𝑜𝑝𝑖𝑒𝑠)
𝑝𝑟𝑅 Successful probability of action 𝑅
𝑃𝑟(𝑠) Successful delivery probability of state 𝑠
𝑆𝐷𝑃 (𝑅, 𝑠, 𝑡) Successful probability for action 𝑅 starting from state 𝑠 at

time slot 𝑡 (Algorithm 2)
𝑔𝑒𝑡_𝑝𝑟𝑒𝑣_𝑠𝑡𝑎𝑡𝑒(𝑠, 𝑅) Returns the state from which action 𝑅 leads to 𝑠
𝑏𝑒𝑠𝑡_𝑎𝑐𝑡𝑖𝑜𝑛(𝑠) The action from 𝑠 maximizing the delivery prob.
𝑅𝑈𝐶𝑜𝑃 (𝐺, 𝑐, 𝑇 ) Algorithm 1

RUCoP SDP computation (Section 3.2)

℘(𝑋) Power set of 𝑋
𝑐𝑜𝑛𝑡𝑎𝑐𝑡𝑠(𝑅) Set of links involved in action 𝑅
𝑠𝑡𝑎𝑡𝑒_𝑎𝑓 _𝑓𝑙(𝑅, 𝑠, 𝑓𝑠) Leading state when set of failures 𝑓𝑠 happen
𝑝𝑟𝑓𝑠 Probability of all links in 𝑓𝑠 failing
𝑝𝑟𝑅 Successful delivery probability of action 𝑅
𝑆𝐷𝑃 (𝑠) Successful delivery probability of state 𝑠

L-RUCoP (Section 3.3)

𝑆𝑎𝑓𝑒_𝑠𝑡𝑎𝑡𝑒(𝑛, 𝑐, 𝑡𝑠) State in which node 𝑛 has all 𝑐 copies available
𝐿𝑇 𝑟𝑛(_, _, _) Routing table for node 𝑛
𝑃𝑜𝑠𝑡(𝐿𝑇 𝑟𝑛(𝑡𝑠, 𝑟𝑐, 𝑡𝑠′)) The state known by node 𝑛 after action 𝐿𝑇 𝑟𝑛(𝑡𝑠, 𝑟𝑐, 𝑡𝑠′)

CGR-UCoP (Section 3.4)

𝑅𝑙𝑛(𝑡𝑠) Set of partial routes computed by CGR at node 𝑛 for time
slot 𝑡𝑠

𝑟 A partial route computed by CGR
𝑟[𝑖] 𝑖th contact in the partial route 𝑟
𝑃 𝑟𝑛(𝑡𝑠) Prob. of delivering a copy from 𝑛 at time slot 𝑡𝑠
𝑠𝑟𝑐(𝑒) Source of link 𝑒
𝑡𝑔𝑡(𝑒) Destination of link 𝑒
𝑆𝐷𝑃 𝐶𝐺𝑅(𝑟, 𝑡𝑠) Bundle’s delivery prob. through partial route 𝑟

If 𝑠 ∈ 𝑆=0 ∪ 𝐵, 𝜋max(𝑠) is not interesting as 𝑠 is already a goal state, or
t cannot reach it.

Reachability properties are standard properties in probabilistic
odel checkers such as PRISM [43]. Indeed, we have successfully
odeled single-copy routing in DTNs under uncertain contact plans

n PRISM [36] and derived optimal routes in this case. Unfortunately,
RISM cannot deal with the size of models we required, specially when
e consider DTNs with multiple copies.

.2. RUCoP

In order to determine the upper delivery probability bound for
outing with 𝑁 copies in a DTN, we have developed Routing under
ncertain Contact Plans (RUCoP). RUCoP is an MDP formulation which
ncodes all possible routing decisions for an uncertain DTN network
ased on its uncertain time-varying graph representation and traffic pa-
ameters, comprising source, target and number of copies allowed. This
nformation is encoded in states and transitions. Table 1 summarizes
he notation used throughout the remaining of this section.
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States. Each state in RUCoP contains information of the number of
copies present on each node in the network at a given time slot. For
example, in the network of Fig. 2, the initial state would be 𝑠𝑡0 =
[𝑆𝑛𝐴0𝐵0𝐶0𝐷0𝐸0

|𝑡0] denoting that 𝑠𝑡0 has 𝑛 copies of the bundle at
time 0, the start time of 𝑡0. A state 𝑠𝑡3 = [𝑆𝑠𝐴𝑎𝐵𝑏𝐶𝑐𝐷𝑑𝐸𝑒

|𝑡3] at the
beginning of 𝑡3 would represent a successful delivery of data to 𝐷 as
long as 𝑑 >= 1, meaning at least one copy of the data arrived at 𝐷
at the end of the time horizon. Since it is assumed copies cannot be
created or deleted, 𝑠 + 𝑎 + 𝑏 + 𝑐 + 𝑑 + 𝑒 = 𝑛 in all states.

Transitions. Transitions between states in RUCoP are composed by
actions, which can be of two types: (i) transmission transitions imply
a node perform a non-deterministic transmission through one (single-
hop) or more edges (multi-hop) in 𝐺, and (ii) store transitions model the
case where a node decides to keep the bundle in memory during the
time slot. Since state transitions imply a routing action on the nodes,
the terms transitions and actions are used interchangeably in RUCoP.

Tree Construction. To build the state and transition tree, RUCoP starts
from the desirable successful states where data was delivered to the
destination. Next, it considers states from the previous time slot that
can lead to the current state, whether by transmitting data through a
path or by keeping it in storage. In order to determine which state of the
previous time slot can arrive to the current state, a set of transmissions
transition are constructed. Finally, between these transitions, the one
which has the highest delivery probability is chosen and noted. The pro-
cess repeats until the initial state is reached. In order to determine the
probability of a given transition, all cases of failures and successful link
establishments are considered: (i) when a contact fails, data remains
stored in the transmitting node where new transmission transitions can
be considered after 𝑓𝑑𝑑 , and (ii) when a link is established, the data is
transmitted through it, and it can be sent again after 𝜍.

For example, the RUCoP model in Fig. 3 corresponds to the net-
work of Fig. 2, when a single copy is sent. The successful state
[𝑆0𝐴0𝐵0𝐶0𝐷1𝐸0

|𝑡3] is at the last time slot 𝑡3, which can be reached
either by receiving data through 𝐶 → 𝐸 → 𝐷 (multi-hop transmis-
sion) or by having data already stored at 𝐷 since 𝑡2. In turn, these
intermediate states can only be reached if a 𝐶 → 𝐷 transition or a
𝐵 → 𝐷 transition takes place on 𝑡1. It can be observed that, if 𝐶 → 𝐷
fails, 𝐶 can detect the failure (𝑓𝑑𝑑 = 1) and store the data for further
transmission transitions. However, if the contact 𝐵 → 𝐷 fails, data
will remain in 𝐵 leading to state [𝑆0𝐴0𝐵1𝐶0𝐷0𝐸0

|𝑡2], from which the
successful state cannot be reached (i.e., delivery cannot occur). This is
represented by the gray dotted arrow outgoing the red dot. A similar
(but more involved) situation happens in transitions 𝑆 → 𝐴 → 𝐵 and
𝑆 → 𝐵 outgoing the initial state: if the 𝑆 → 𝐴, 𝐴 → 𝐵 or 𝑆 → 𝐵
contacts fail, data will remain in 𝑆 leading to state [𝑆1𝐴0𝐵0𝐶0𝐷0𝐸0

|𝑡1]
or in 𝐴 leading to state [𝑆0𝐴1𝐵0𝐶0𝐷0𝐸0

|𝑡1]. Both of these states are
failure consequences of transitions 𝑆 → 𝐴 → 𝐵 and 𝑆 → 𝐵, which have
no possibility of reaching the successful state (grayed-out arrows in
the figure). In this simple example, all non-deterministic transmission
transitions (red dots in the figure), except 𝐶 → 𝐷, lead to states unable
to reach the successful state as long as some contact in the transition
fails. Indeed, constructing the tree backwards avoids exploring such
states. It is interesting to note that if detection delay would have been
𝑓𝑑𝑑 = 2 in 𝐶 → 𝐷 at 𝑡1, the dashed line indicating failure path would
lead to [𝑆0𝐴0𝐵0𝐶1𝐷0𝐸0

|𝑡3], which is also unable to reach the successful
state. In other words, by the time when 𝐶 detects the failure, the
contact 𝐶 → 𝐸 would have already passed.

Successful delivery probability. While constructing the tree, RUCoP
keeps track of the successful delivery probability. Indeed, 𝑆𝐷𝑃 = 1
at the successful states, and is updated as the tree is built backwards
in time following the Bellman equations. For each non-deterministic
transmission transition, the probability of arriving to the successful
5

state is computed. 𝑆𝐷𝑃 is updated with the highest probability. Once
Fig. 3. RUCoP MDP tree based on the network of Fig. 2 for 1 copy.

Fig. 4. RUCoP MDP tree based on the network of Fig. 2 for 2 copies.

the initial state is reached, the 𝑆𝐷𝑃 will capture the maximum delivery
probability possible. By navigating the tree top-down, the most reliable
routing decisions (i.e., policy) can be obtained by choosing transitions
that lead to states with the best 𝑆𝐷𝑃 metric. In the example, 𝑆 should
route the data to 𝐶 at 𝑡0 for an 𝑆𝐷𝑃 = 0.219, and 𝐶 should try to send
data to 𝐷 at 𝑡1 for an 𝑆𝐷𝑃 = 1, or to 𝐸 at 𝑡2 in case of failure.

Multiple copies. The proposed RUCoP expression is specifically de-
signed to model the state of the network with multiple copies. Natu-
rally, modeling multiple copies notably increases the number of tran-
sitions and states in the MDP. For example, when two instances of
the bundle are considered, transmission transitions can involve the
transmission of either one or two bundles of data, and transmission
failures might occur in any of the used links. As illustrated in Fig. 4,
six successful states are possible and should be considered with two
copies on the example network. For instance, node 𝑆 can choose to
transmit one copy via 𝐴 and one via 𝐶 to maximize the delivery
chances. However, for larger networks with several copies, constructing
the model requires of the following formal expression of the RUCoP
algorithm.

The algorithm: For simplicity, we present the algorithm limited to
uncertain time varying graphs where the edge delay is insignificant and
the edge failure detection delay is always one time slot (i.e. 𝜍(𝑒, 𝑡) = 0
and 𝑓𝑑𝑑 (𝑒, 𝑡) = 1 for all edge 𝑒 ∈ 𝐸 and time slot 𝑡 ∈  ). At the end
of this section, we hint the required modifications of the algorithm to
deal with the general treatment of these delays. Algorithm 1 lists the
formal steps required to construct and solve the RUCoP MDP for these
type of networks with a maximum of 𝑛𝑢𝑚_𝑐𝑜𝑝𝑖𝑒𝑠 number of copies.

Initially, a set of all possible successful states 𝑡𝑒𝑛𝑑 are generated (line
1) and added to the set of explored states (line 2). A state is successful
if at least one copy is in the target node and exactly 𝑛𝑢𝑚_𝑐𝑜𝑝𝑖𝑒𝑠 are
distributed among all nodes. RUCoP builds the MDP backwards from
this set with the goal of arriving to the initial state. To this end, all
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Algorithm 1: The RUCoP algorithm
Input: Uncertain time varying graph , 𝑛𝑢𝑚_𝑐𝑜𝑝𝑖𝑒𝑠, Target

utput: Explored states , Routing table 𝑇 𝑟, Successful delivery
probability 𝑃𝑟

1: determine successful states 𝑡𝑒𝑛𝑑 for 𝑛𝑢𝑚_𝑐𝑜𝑝𝑖𝑒𝑠
2:  ← 𝑡𝑒𝑛𝑑
3: for all 𝑡𝑖 ∈  , starting from 𝑡𝑒𝑛𝑑−1 do
4: 𝑡𝑖 ← ∅
5: for all state 𝑠 ∈ 𝑡𝑖+1 do
6: determine carrier nodes 𝑡𝑖
7: for all node 𝑐 ∈ 𝑡𝑖 do
8: 𝑐 ← {𝑐} ∪

⋃

𝑐′∈𝑝𝑟𝑒𝑑+𝐺𝑡𝑖
(𝑐) 𝑝𝑎𝑡ℎ𝐺𝑡𝑖

(𝑐′, 𝑐)

9: 𝑐 ←
{

𝑅 ⊆ {0,… 𝑐𝑝(𝑐)} × 𝑐 ∣
∑

(𝑘,𝜌)∈𝑅 𝑘 = 𝑐𝑝(𝑐)
}

10: end for
11: 𝑇 𝑟(𝑠) ←

{
⋃

𝑐∈𝑡𝑖
𝑅𝑐 ∣ ∀𝑐 ∈ 𝑡𝑖 ∶ 𝑅𝑐 ∈ 𝑐

}

12: for all 𝑅 ∈ 𝑇 𝑟(𝑠) do
13: 𝑠′ ← get_previous_state(𝑠, 𝑅)
14: 𝑡𝑖 ← 𝑡𝑖 ∪ {𝑠′}
15: 𝑝𝑟𝑅 ← 𝑆𝐷𝑃 (𝑅, 𝑠′, 𝑡𝑖)
16: if 𝑃𝑟(𝑠′) is undefined or 𝑃𝑟(𝑠′) < 𝑝𝑟𝑅 then
17: 𝑃𝑟(𝑠′) ← 𝑝𝑟𝑅
18: best_action(𝑠′) ← 𝑅
19: end if
20: end for
21:  ←  ∪ 𝑡𝑖
22: end for
23: end for
24: return , 𝑇 𝑟, 𝑃𝑟

reachable states 𝑡𝑖 within each 𝑡𝑖 in  are determined starting from
n empty set (line 4 and loop starting at line 5). 𝑡𝑖 is subsequently
opulated with all states that are able to reach some state in 𝑡𝑖+1

by means of actions involving bundle transmissions, data storage or a
combination of them when multiple copies are presented.

Thus, for each state 𝑠 ∈ 𝑡𝑖+1 , the loop proceeds in two parts.
The first one (lines 6–11) determines the set of actions 𝑇 𝑟(𝑠) that
successfully lead to state 𝑠. The second one (lines 12–20) calculates the
predecessor states for each of these actions which are then included
in the set of states 𝑡𝑖 of the preceding time slot and for which its
successful delivery probability (SDP) is calculated.

To obtain 𝑇 𝑟(𝑠), the set of carrier nodes 𝑡𝑖 in 𝑠 is first determined
(line 6). A carrier node is a node holding at least one copy of the bundle.
An action in 𝑇 𝑟(𝑠) is a set of rules. A rule is a tuple (𝑘, 𝜌) where 𝜌 is
a valid single-hop or multiple-hop path (or route) in the underlying
digraph 𝐺 for the time slot 𝑡𝑖 (𝐺𝑡𝑖 ), and 𝑘 is the number of copies
transmitted through this path; thus, 𝑘 ≤ 𝑐𝑝(𝑐), where 𝑐𝑝(𝑐) is the number
of copies the target carrier node 𝑐 has in its buffer.

For each carrier node 𝑐 ∈ 𝑡𝑖 , the set 𝑐 of paths leading to 𝑐 in the
current contact digraph 𝐺𝑡𝑖 is determined. This is calculated in line 8
where: (ii) 𝑝𝑟𝑒𝑑+𝐺𝑡𝑖

(𝑐) is the set of all nodes in 𝐺𝑡𝑖 reaching 𝑐 in at least
one hop, and (ii) 𝑝𝑎𝑡ℎ𝐺𝑡𝑖

(𝑐′, 𝑐) is the set of all paths in 𝐺𝑡𝑖 starting in
node 𝑐′ and ending in 𝑐 containing all distinct vertices. In addition, 𝑐
always contains the trivial path 𝑐 which is intended to represent that
data remains stored in the node 𝑐 for the current time slot.

Notice that the different copies may arrive at node 𝑐 through
multiple paths. Thus 𝑐 contains the set of all compatible sets of rules
that indicate how the copies arrive to 𝑐 (line 9). By compatible, we
mean that the numbers of copies delivered by the rules in such set
should add up to exactly 𝑐𝑝(𝑐), i.e., 𝑅 ∈ 𝑐 whenever ∑(𝑘,𝜌)∈𝑅 𝑘 = 𝑐𝑝(𝑐).

Finally (line 11), an action 𝑅 ∈ 𝑇 𝑟(𝑠) is a set of rules so that, for
each carrying node 𝑐 ∈ 𝑡𝑖 , the subset of all rules in 𝑅 leading to 𝑐 is
compatible (i.e., 𝑅 ∩ (N× ) ∈  ). A rule 𝑅 never delivers more than
6

𝑐 𝑐
𝑛𝑢𝑚_𝑐𝑜𝑝𝑖𝑒𝑠 in total. This is guaranteed by the fact that ∑

𝑐∈𝑡𝑖
𝑐𝑝(𝑐) ≤

𝑛𝑢𝑚_𝑐𝑜𝑝𝑖𝑒𝑠.
To illustrate the exposed concepts, Fig. 5 lists carrier and predeces-

sor nodes, paths, rules and transition for state 𝑠 = [𝑆0𝐴0𝐵2𝐶1𝐸0𝐷0
|𝑡1]

corresponding to the network in Fig. 2 when 3 copies are allowed. Since
𝐵 carries two copies, each compatible set of rules leading to 𝐵 may
have up to two rules. The resulting transition includes all the possible
transmissions of the copies successfully reaching the evaluated state.

Each transition 𝑅 ∈ 𝑇 𝑟(𝑠) is considered individually to determine
its corresponding previous state 𝑠′ (line 13) which is added to the set
of previous states 𝑡𝑖 (line 14). Notice that 𝑠′ may already be present
in 𝑡𝑖 if it is the source of a previously analyzed transition �̂� ∈ 𝑇 𝑟(�̂�)
for some previously selected state �̂� ∈ 𝑡𝑖+1 . In line 15, the probability
induced by transition 𝑅 is calculated calling function 𝑆𝐷𝑃 (which we
will shortly discuss).

If this is the first time state 𝑠′ is visited (hence its successful
deliver probability 𝑃𝑟(𝑠′) is not yet defined) or its previously assigned
probability is smaller than the newly found 𝑝𝑟𝑅 (line 16) 𝑃𝑟(𝑠′) is set
to the new maximum 𝑝𝑟𝑅 (line 17) and indicated that this is achieved
through transition 𝑅 (line 18). (This is implementing the maximum of
the Bellman equations.) Finally, all states explored at time slot 𝑡𝑖 are
added to the set of explored states  (line 21). The next iteration will
explore the new set of states 𝑡𝑖 and so forth until 𝑡0 is reached.

If the initial state 𝑠𝑡0 – where all copies are present at the source
node – is part of the set of explored states , then there is a series of
actions (stored in array 𝑏𝑒𝑠𝑡_𝑎𝑐𝑡𝑖𝑜𝑛) that lead to a successful delivery of
the data with an optimal SDP equal to 𝑃𝑟(𝑠𝑡0 ). If the initial state 𝑠𝑡0 is
not present in , then 𝑃𝑟(𝑠𝑡0 ) is undefined and the SDP for the model
is 0, implying no routing decision can be successful in delivering the
bundle of data to the intended destination.

Calculating SDP. Algorithm 2 shows how SDP is computed for a transi-
tion 𝑅 leaving a state 𝑠. We let 𝑐𝑜𝑛𝑡𝑎𝑐𝑡𝑠(𝑅) be a set containing every link
involved in some path in 𝑅, and iterate for every possible combination
of link failures (line 2). Thus, a failure set 𝑓𝑠 ∈ ℘(𝑐𝑜𝑛𝑡𝑎𝑐𝑡𝑠(𝑅)) stands
for a set of links that failed to be established whereas 𝑐𝑜𝑛𝑡𝑎𝑐𝑡𝑠(𝑅) − 𝑓𝑠
are the links that successfully transmitted the data. Depending on 𝑓𝑠,
a transition comprising several hops can leave the bundle in different
nodes in the path and thus lead to different states. The state 𝑡𝑜_𝑠𝑡𝑎𝑡𝑒 to
which the network would evolve to if links in 𝑓𝑠 failed is computed
(line 3). Notice that 𝑡𝑜_𝑠𝑡𝑎𝑡𝑒 may not be a successfully delivering state
in which case 𝑆𝐷𝑃 (𝑡𝑜_𝑠𝑡𝑎𝑡𝑒) will not be defined and the probability
of delivering of this particular combination of failing links is 0. The
conditional statement of line 4 takes this into account. Thus, if 𝑡𝑜_𝑠𝑡𝑎𝑡𝑒
is a successful delivering state, the probability 𝑝𝑟𝑓𝑠 of this failure
set to happen is calculated (line 5) and the contribution to the total
probability of successfully delivering the data when links in 𝑓𝑠 fail is
added up (line 6).

Algorithm 2: Successful Delivery Probability (𝑆𝐷𝑃 )
Input: Transition 𝑅, state 𝑠, current time slot 𝑡

utput: SDP of current action
1: 𝑝𝑟𝑅 ← 0
2: for all 𝑓𝑠 ∈ ℘(𝑐𝑜𝑛𝑡𝑎𝑐𝑡𝑠(𝑅)) do
3: 𝑡𝑜_𝑠𝑡𝑎𝑡𝑒 ← 𝑠𝑡𝑎𝑡𝑒_𝑎𝑓𝑡𝑒𝑟_𝑓𝑎𝑖𝑙𝑢𝑟𝑒𝑠(𝑅, 𝑠, 𝑓𝑠)
4: if 𝑆𝐷𝑃 (𝑡𝑜_𝑠𝑡𝑎𝑡𝑒) is defined then
5: 𝑝𝑟𝑓𝑠 ←

(

∏

𝑒∈𝑐𝑜𝑛𝑡𝑎𝑐𝑡𝑠(𝑅)−𝑓𝑠 1−𝑝𝑓 (𝑒, 𝑡)
)

∗
(

∏

𝑒∈𝑓𝑠 𝑝𝑓 (𝑒, 𝑡)
)

6: 𝑝𝑟𝑅 ← 𝑝𝑟𝑅 + 𝑝𝑟𝑓𝑠 ∗ 𝑆𝐷𝑃 (𝑡𝑜_𝑠𝑡𝑎𝑡𝑒)
7: end if
8: end for
9: return 𝑝𝑟𝑅

Fig. 6 illustrates the calculation of the SDP for transition {(1, 𝑆 →
𝐴 → 𝐵), (1, 𝑆 → 𝐶)} which is a transition from [𝑆2𝐴0𝐵0𝐶0𝐸0𝐷0

|𝑡0]
(the initial state) to [𝑆0𝐴0𝐵1𝐶1𝐸0𝐷0

|𝑡1] when 2 copies are allowed and

successfully transmitted. In other words, when no failure is observed
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Fig. 5. Nodes, rules and transition example in RUCoP.
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(℘ = ∅), copies are successfully transmitted to 𝐵 and other to 𝐶 with a
robability of 𝑝 = 53 = 0.125. However, different failures can lead to 5
ossible alternative states with an accumulated probability of 1−0.125.
wo of these have an undefined SDP, implying they have no further
ossibility of delivering the data to the destination. This particular
ransition is the one with the highest SDP for [𝑆2𝐴0𝐵0𝐶0𝐸0𝐷0

|𝑡0] so
hat it stands for the optimal decision for forwarding two copies from

to 𝐷 in the example network.

omplexity analysis. First of all, notice that, if 𝑁𝑐 = |𝑝𝑟𝑒𝑑+𝐺𝑡𝑖
(𝑐)|,

hen |𝑐 | ≤ 𝑁𝑐 ! ⋅
∑𝑁𝑐

𝑖=0
1
𝑖! < 𝑒𝑁𝑐 ! and hence |𝑐 | ≤

(

|𝑐 |+𝑐𝑝(𝑐)
𝑐𝑝(𝑐)

)

<
𝑒𝑁𝑐 !+𝑐𝑝(𝑐)

𝑐𝑝(𝑐)

)

. From this, we have that

𝑇 𝑟(𝑠)| =
∏

𝑐∈𝑡𝑖

|𝑐 | <
∏

𝑐∈𝑡𝑖

(

𝑒𝑁𝑐 ! + 𝑐𝑝(𝑐)
𝑐𝑝(𝑐)

)

≤
(

𝑒𝑁! +𝐾
𝐾

)𝐾
.

he last inequality follows from taking the worst case values, knowing
hat 𝑐𝑝(𝑐) ≤ 𝑛𝑢𝑚_𝑐𝑜𝑝𝑖𝑒𝑠 and |𝑡𝑖 | ≤ 𝑛𝑢𝑚_𝑐𝑜𝑝𝑖𝑒𝑠 (there can never be more
arrier nodes than allowed copies), and letting 𝑁 = max max 𝑁
7

𝑡∈ 𝑐∈𝑡 𝑐 –
nd 𝐾 = 𝑛𝑢𝑚_𝑐𝑜𝑝𝑖𝑒𝑠. The calculation of 𝑐 is done by a search algorithm
f complexity 𝑂

(

𝑁𝑐 !
)

, and the construction of 𝑐 and 𝑇 𝑟(𝑠) are by
numeration. Thus, the complexity of lines 5–10 in Algorithm 1 is
(

(𝑒𝑁!+𝐾
𝐾

)𝐾)
.

Focusing now in Algorithm 2, notice that 𝑐𝑜𝑛𝑡𝑎𝑐𝑡𝑠(𝑅) can contain,
n the worst case, all edges present in 𝐺𝑡𝑖 ; therefore |𝑐𝑜𝑛𝑡𝑎𝑐𝑡𝑠(𝑅)| ≤
2
𝑐 ≤ 𝑁2. Calculation in line 5 involves a multiplication of |𝑐𝑜𝑛𝑡𝑎𝑐𝑡𝑠(𝑅)|

erms. Hence, taking into account that the loop repeats |℘(𝑐𝑜𝑛𝑡𝑎𝑐𝑡𝑠(𝑅))|
imes, the complexity of this algorithm is 𝑂

(

𝑁22𝑁
)

.
From the previous observation, we see that the body of loop in lines

–20 in Algorithm 1 is 𝑂
(

𝑁22𝑁
(𝑒𝑁!+𝐾

𝐾

)𝐾)
. By observing that |𝑡𝑖 | =

|𝑉 |+𝐾
𝐾

)

, we can finally conclude that the complexity of Algorithm 1 is:
(

𝑁2 ⋅ 2𝑁 ⋅
(𝑒𝑁!+𝐾

𝐾

)𝐾
⋅
(

|𝑉 |+𝐾
𝐾

)

⋅ | |

)

Where 𝑉 is the set of all nodes in
he network and  is the time span under consideration. We remark
hat, although in the worst case 𝑁 = |𝑉 |, we normally expect 𝑁 – the
aximum number of nodes reaching a carrier node in a single time slot
to be significantly smaller than the number of nodes in 𝑉 .
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Taking into account Stirling’s approximation to factorials, we finally
notice that the algorithm is in 2-EXPTIME. However, in practice, we
manage to have a satisfactory performance in practical use cases as it
can be seen in Section 4.3.

Link and failure detection delays. Algorithm 1 is presented for net-
works with insignificant link delays and one time slot failure detection
delay in all cases. In the general case, for networks where 𝜍(𝑒, 𝑡) > 0
or 𝑓𝑑𝑑 (𝑒, 𝑡) > 1, for some link 𝑒 ∈ 𝐸 and time slot 𝑡 ∈  , additional
bookkeeping is necessary. In particular, it is not possible to only count
copies of bundles. In this case, it will be necessary to distinguish each
copy and annotate it with the time slot in which it is available for
transmission (either because of the delay after transmission, or because
of the delay after failure). This will have to be carefully considered,
especially, when calculating 𝑝𝑎𝑡ℎ𝐺𝑡𝑖

(𝑐, 𝑐′) (line 7 in Algorithm 1) or the
target state in 𝑠𝑡𝑎𝑡𝑒_𝑎𝑓𝑡𝑒𝑟_𝑓𝑎𝑖𝑙𝑢𝑟𝑒𝑠(𝑅, 𝑠, 𝑓𝑠) (line 3 in Algorithm 2). In
addition, this modification will have an impact on the (already high)
complexity of the algorithm.

3.3. L-RUCoP

RUCoP is based on a global view of the system: decisions are
taken based on the current state of the network. This implies that
distributed nodes need to know where all copies are in the network
at any moment, including remote and potentially disconnected nodes.
Although optimal, this is impossible to achieve in highly partitioned
DTNs where delays and disruptions force nodes to decide based on
partial local knowledge [44–46]. A simple example of this phenomenon
is presented in Fig. 7. Two decisions are possible at node 𝐴 in 𝑡2, it can
store the copy or forward it to 𝐶. However, which is optimal, might
depend on weather the other copy is on 𝐵 or 𝐶 at 𝑡2 (and also on
𝑝𝑓 4 and 𝑝𝑓 5). Nonetheless, because 𝐴 was out of reach of 𝐵 and 𝐶,
r because the contact 𝐴 − 𝐶 is unidirectional or highly delayed, node

may not be able to know which is the global status of the system
or which is the optimal action in 𝑡 . The aim of this section is to
8

2

ropose a derivation of RUCoP that can be implementable in DTNs
here knowledge is restricted to each node’s local view. We coin this
ractical approach local RUCoP (L-RUCoP).

L-RUCoP takes routing decisions on each local node 𝑛 using a pre-
illed routing matrix 𝐿𝑇 𝑟𝑛(𝑡𝑠, 𝑐, 𝑡𝑖). In this entry, 𝑡𝑠 indicates the ‘‘safe’’
ime slot and it is normally the next one after the copies have been
eceived, 𝑐 is the current number of copies that 𝑛 holds, and 𝑡𝑖 ≥ 𝑡𝑠
s the current time slot. 𝐿𝑇 𝑟𝑛(𝑡𝑠, 𝑐, 𝑡𝑠) will contain the best decision 𝑛
an take assuming no knowledge of the network. This is the same as
f assuming that 𝑛 holds all copies and no other copy is in the system.
herefore 𝐿𝑇 𝑟𝑛(𝑡𝑠, 𝑐, 𝑡𝑠) contains exactly all routing decisions made by
UCoP for the state in which 𝑛 contains all 𝑐 copies and no copies are

n the other nodes. Nonetheless, if 𝑛 decides to keep some copies 𝑟𝑐 < 𝑐
nd only send 𝑐 − 𝑟𝑐 copies, in the following time slots 𝑛 has certain
nowledge of the previously distributed copies that may be handy to
mprove the decision on the routing of the remaining 𝑟𝑐 copies. We
llustrate this peculiarity using the contact plan in Fig. 7 assuming that
𝑓 1 = 𝑝𝑓 2 = 0.1, 𝑝𝑓 3 = 𝑝𝑓 4 = 0.5 and 𝑝𝑓 5 = 0.9. The optimizing route for
𝑇 𝑟𝐴(𝑡2, 1, 𝑡2), in which 𝐴 has no knowledge of the past, is to deliver

he only copy through node 𝐶 with a probability of success of 0.25 (the
robability of success if delivering later directly to 𝐷 is 0.1). However,
f 𝐴 had delivered a copy at time slot 𝑡0 and preserved a second copy,
he optimizing route for 𝐿𝑇 𝑟𝐴(𝑡0, 1, 𝑡2) would be to keep the copy and
eliver it later through 𝐷 (with probability 0.4645, against 0.4525 if
he second copy is delivered through 𝐶 instead).

L-RUCoP considers this peculiarity to optimize the decisions. This
eans that populating the matrix requires 𝑁 different executions of
UCoP. Since nodes in DTN networks may not have powerful on-
oard computers, a centralized node, such as the mission operation
nd control (MOC) center in the case of satellite networks, should be
esponsible for computing 𝐿𝑇 𝑟𝑛(𝑡𝑠, 𝑐, 𝑡𝑖) and providing it to the network
odes in advance.

The construction of the L-RUCoP matrix is detailed in Algorithm
. First, RUCoP is executed for all possible 𝑐 ≤ 𝑁 copies, storing
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Algorithm 3: L-RUCoP Route table construction
Input: number of copies 𝑁 , target node 𝑇

utput: A routing table 𝐿𝑇 𝑟𝑛 for each node 𝑛
1: for all 𝑐 ≤ 𝑁 do
2: (𝑆𝑐 , 𝑇 𝑟𝑐 , 𝑃 𝑟𝑐 ) ← 𝑅𝑈𝐶𝑜𝑃 (𝐺, 𝑐, 𝑇 )
3: end for
4: for all node 𝑛, time slot 𝑡𝑠, and 𝑐 ≤ 𝑁 do
5: 𝑠 ← 𝑆𝑎𝑓𝑒_𝑠𝑡𝑎𝑡𝑒(𝑛, 𝑐, 𝑡𝑠)
6: if 𝑠 ∈ 𝑆𝑐 then
7: 𝐿𝑇 𝑟𝑛(𝑡𝑠, 𝑐, 𝑡𝑠) ← {(𝑘, 𝑟) ∈ 𝑇 𝑟𝑐 (𝑠) ∣ 𝑓𝑖𝑟𝑠𝑡(𝑟) = 𝑛}
8: 𝑡𝑠′ ← 𝑡𝑠
9: 𝑟𝑐 ← (∃ (𝑘, 𝑛) ∈ 𝐿𝑇𝑟(𝑛, 𝑡𝑠, 𝑐, 𝑡𝑠′))? 𝑘 ∶ 0

10: while 𝑟𝑐 > 0 do
11: 𝑠′ ← 𝑃𝑜𝑠𝑡(𝐿𝑇 𝑟𝑛(𝑡𝑠, 𝑟𝑐, 𝑡𝑠′))
12: 𝑡𝑠′ = 𝑡𝑠′ + 1
13: if 𝑠′ ∈ 𝑆𝑟𝑐 then
14: 𝐿𝑇 𝑟𝑛(𝑡𝑠, 𝑟𝑐, 𝑡𝑠′) ← {(𝑘, 𝑟) ∈ 𝑇 𝑟𝑟𝑐 (𝑠′) ∣ 𝑓𝑖𝑟𝑠𝑡(𝑟) = 𝑛}
15: else
16: break
17: end if
18: 𝑟𝑐 ← (∃ (𝑘, 𝑛) ∈ 𝐿𝑇 𝑟𝑛(𝑡𝑠, 𝑟𝑐, 𝑡𝑠′))? 𝑘 ∶ 0
19: end while
20: end if
21: end for
22: return 𝐿𝑇 𝑟𝑛, for all node 𝑛.

the resulting states, transitions and delivery probabilities (𝑆𝑐 , 𝑇 𝑟𝑐 , 𝑃 𝑟𝑐 )
(lines 1–2).

Notice that at this point all possible optimizing decisions have been
calculated. So, what remains of the algorithm, is to construct all tables
9

𝑟

𝐿𝑇 𝑟𝑛 by properly searching on the results calculated with RUCoP. Thus
the algorithm nests two loops. The outer loop (lines 4–21) iterates on
every node 𝑛, time slot 𝑡𝑠, and number of copies 𝑐 ≤ 𝑁 in order to first
calculate the ‘‘safe’’ decision 𝐿𝑇 𝑟𝑛(𝑡𝑠, 𝑐, 𝑡𝑠). If needed, it then iterates on
he inner loop (lines 10–19) to populate the table entries 𝐿𝑇 𝑟𝑛(𝑡𝑠, 𝑟𝑐, 𝑡𝑠′)

on the following time slots 𝑡𝑠′ > 𝑡𝑠 for the distribution of the copies that
have been held by the node.

So, the first step of the outer loop is to define the state 𝑠 in which
he node 𝑛 has all copies 𝑐 in time slot 𝑡𝑠 (line 5) and no other copy

is in the network. Thus 𝑆𝑎𝑓𝑒_𝑠𝑡𝑎𝑡𝑒(𝑛, 𝑐, 𝑡𝑠) = [𝐴0, 𝐵0,… , 𝑛𝑐 ,… |𝑡𝑠]. This
is the ‘‘safe’’ state in which 𝑛 has no knowledge of the network. If this
state exists in 𝑆𝑐 (i.e. the corresponding RUCoP found a likely successful
route to the target node), node 𝑛 has a route to target and its routing
decisions (calculated through 𝑇 𝑟𝑐 (𝑠)) are saved in 𝐿𝑇 𝑟𝑛(𝑡𝑠, 𝑐, 𝑡𝑠) (line
). At this point, the number of copies 𝑟𝑐 that are not distributed in
his routing action is calculated (line 9) and the current time slot 𝑡𝑠′

is set to 𝑡𝑠 (line 8). If some copy remains in the node, the inner loop
takes action (line 10). Firstly, the state 𝑠′ known by node 𝑛 after taking
the last routing decision (namely, 𝐿𝑇 𝑟𝑛(𝑡𝑠, 𝑟𝑐, 𝑡𝑠′)) is calculated (line
1). More precisely 𝑃𝑜𝑠𝑡(𝐿𝑇 𝑟𝑛(𝑡𝑠, 𝑟𝑐, 𝑡𝑠′)) delivers the state at time slot
𝑠′ + 1, in which node 𝑛 contains the copies remaining after routing
ction 𝐿𝑇 𝑟𝑛(𝑡𝑠, 𝑟𝑐, 𝑡𝑠′), any node 𝑛′ that is in direct contact with 𝑛 –
ccording to 𝐿𝑇 𝑟𝑛(𝑡𝑠, 𝑟𝑐, 𝑡𝑠′) – contains exactly the number of copies
hat 𝑛 delivered to it, and any other node does not contain any copy.
lso, the next time slot is calculated (line 12). If state 𝑠′ exists in 𝑆𝑟𝑐

i.e. the corresponding RUCoP found a likely successful route to the
arget node), the routing decision is saved (lines 14). Instead, if 𝑠′ was
ot marked as explored by RUCoP, then no path to the successful state
s possible from 𝑠′, the action for that table entry is left undefined (line
6) and the inner loop is finished. While there is a successful route to
he target node, the number of remaining copies 𝑟𝑐 for the next step are
alculated (line 18) and the inner loop repeats until no further copies
𝑐 remains in 𝑛.
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It is worth to recall that 𝐿𝑇 𝑟𝑛(𝑡𝑠, 𝑐, 𝑡𝑠) is always the safe entry to
ook up for the local node. This means that whenever new copies
rrive, or a routing decision fails to be accomplished in node 𝑛, it
hould take the current time slot 𝑡𝑠 as a safe place and look up the
able at entry 𝐿𝑇 𝑟𝑛(𝑡𝑠, 𝑐, 𝑡𝑠) (assuming 𝑐 is the current number of copies
eld by 𝑛). Because of this fact of returning to the ‘‘safe entry’’ each
ime of uncertainty, in which the node assumes no copies are present
n remote nodes, L-RUCoP accounts for a pessimistic-case knowledge
rom the local node perspective. Nevertheless, we show in Section 4
hat L-RUCoP is a valuable routing approach for uncertain contact
lan implementable in realistic DTN nodes constrained to localized
nowledge.

.4. RUCoP-enhanced CGR

To easily exploit the RUCoP method in existing DTN protocol stacks
ith minimal modifications, we also propose an alternative CGR formu-

ation (a single-copy DTN routing scheme). We base the approach on a
UCoP-based SDP metric to achieve reliably delivery of bundles over
n uncertain contact plan. CGR is a Dijkstra-based distributed routine
hat runs on each DTN node to determine the best routes to a given
estination based on a pre-provisioned contact plan (the interested
eader can refer to [17,18] and [28] for an in-depth description of
GR). We propose CGR-UCoP as a simple means of extending CGR
o operate with uncertain contact plans based on the outcomes of
UCoP. The idea is that CGR-UCoP selects the route that optimizes the
uccessful delivery probability (SDP) instead of optimizing the time to
estination as it is normally done in CGR.

In CGR-UCoP, we let CGR calculate the list of possible routes to
given destination using its modified Dijkstra contact plan search. In

ther words, route computation is left unchanged from legacy CGR.
lso, the resulting route list for each destination is constructed and
onsulted on forwarding time by the DTN node. However, instead
f choosing the best route from the list based on the best delivery
ime metric, CGR-UCoP decides considering a custom SDP-based met-
ic. CGR-UCoP metric is built around the 𝑃𝑟 table constructed in
lgorithm 1 for only 1 copy. More precisely, for each node 𝑛 and

ime slot 𝑡𝑠, we take 𝑃𝑟𝑛(𝑡𝑠) = 𝑃𝑟(𝑆𝑎𝑓𝑒_𝑠𝑡𝑎𝑡𝑒(𝑛, 1, 𝑡𝑠)) (𝑆𝑎𝑓𝑒_𝑠𝑡𝑎𝑡𝑒 is
defined as in Section 3.3). That is 𝑃𝑟𝑛(𝑡𝑠) is the probability of suc-
cessfully delivering a single copy from node 𝑛 at time 𝑡𝑠. Similarly to
L-RUCoP, the values of 𝑃𝑟𝑛(𝑡𝑠) can be pre-computed and provisioned
to the DTN nodes together with the contact plan required by CGR to
operate.

For the calculations, we assume that, after running CGR, a node 𝑛
is left with a table 𝑅𝑙𝑛 ∶  → ℘(𝐸∗) that, given a time slot 𝑡𝑠, returns a
set of partial routes 𝑅𝑙𝑛(𝑡𝑠). Each 𝑟 ∈ 𝑅𝑙𝑛(𝑡𝑠) is a sequence of contacts –
recall that each contact is an edge 𝑒 ∈ 𝐸 of the uncertain timed-varying
graph – representing a partial route to destination, more precisely, the
fragment of the route that starts in node 𝑛 at time slot 𝑡𝑠 and contains all
hops that take place only during the same time slot. Thus, for instance,
considering the graph of Fig. 2, 𝑟 = (𝑆 → 𝐴) (𝐴 → 𝐵) is a possible
route in 𝑅𝑙𝑆 (𝑡0), but (𝑆 → 𝐴) (𝐴 → 𝐵) (𝐵 → 𝐷) is not, as it expands
through two time slots (𝑡0 and 𝑡1), nor is (𝑆 → 𝐴), since it does not
contains all the hops in time slot 𝑡0. We let 𝑟[𝑖] indicate the 𝑖th contact
in the sequence and |𝑟| the length of 𝑟 (in the example 𝑟[0] = 𝑆 → 𝐴
and |𝑟| = 2).

In addition, 𝑠𝑟𝑐(𝑒) and 𝑡𝑔𝑡(𝑒) indicate the source and target of contact
𝑒 respectively.

Based on 𝑃𝑟, a SDP for a partial route 𝑟 ∈ 𝑅𝑙𝑛(𝑡𝑠) can be computed
as follows.

𝑆𝐷𝑃𝐶𝐺𝑅(𝑟, 𝑡𝑠) =

(

|𝑟|−1
∏

(1 − 𝑝𝑓 (𝑟[𝑘], 𝑡𝑠))

)

⋅ 𝑃𝑟𝑡𝑔𝑡(𝑟[|𝑟|−1])(𝑡𝑠 + 𝜍(𝑟[|𝑟| − 1], 𝑡𝑠))
10

𝑘=0
+
|𝑟|−1
∑

𝑘=0

(𝑘−1
∏

𝑖=0
(1 − 𝑝𝑓 (𝑟[𝑖], 𝑡𝑠))

)

⋅ 𝑝𝑓 (𝑟[𝑘], 𝑡𝑠)

⋅ 𝑃𝑟𝑠𝑟𝑐(𝑟[𝑘])(𝑡𝑠 + 𝑓𝑑𝑑 (𝑟[𝑘], 𝑡𝑠))

The first summand of the equation corresponds to the successful trans-
mission of the message through all hops in 𝑟. This probability is
estimated as the product of the probability of successfully transmitting
in each contact – the probability of success in the 𝑖th hop is (1 −
𝑝𝑓 (𝑟[𝑘])) – times the likelihood (according to RUCoP) that the message
is successfully transmitted to destination from the last node of the
partial route 𝑟 (i.e. 𝑃𝑟𝑡𝑔𝑡(𝑟[|𝑟|−1])(𝑡𝑠+ 𝜍)). Notice that this last probability
should be considered at the moment that the message is available in the
node, which can only be after the transmission delay 𝜍(𝑟[|𝑟|−1], 𝑡𝑠). The
second summand estimates the probability of successfully transmitting
the message given that some hop in 𝑟 failed to transmit at time slot
𝑡𝑠. The 𝑘th summand here corresponds to the likelihood of successfully
transmitting given that the hop 𝑘 is the first to fail. This is calculated
as the product of the probability of successfully transmitting in the
first 𝑘 − 1 hops (i.e.

(

∏𝑘−1
𝑖=0 (1 − 𝑝𝑓 (𝑟[𝑖], 𝑡𝑠))

)

), times the probability
of failing in the 𝑘th hop (𝑝𝑓 (𝑟[𝑘], 𝑡𝑠)), times the likelihood (according
to RUCoP) that the message is successfully transmitted to destination
from the node that failed to transmit in the 𝑘th hop (i.e. 𝑃𝑟𝑠𝑟𝑐(𝑟[𝑘])(𝑡𝑠 +
𝑓𝑑𝑑 (𝑟[𝑘], 𝑡𝑠))). Notice this last probability should be considered at the
moment that such node detects that the communication has failed,
i.e. at 𝑡𝑠 + 𝑓𝑑𝑑 (𝑟[𝑘], 𝑡𝑠).

The resulting metric 𝑆𝐷𝑃𝐶𝐺𝑅 indicates the delivery probability of
each route in 𝑅𝑙𝑛(𝑡𝑠) computed by CGR, which can be used to decide
on a reliable proximate node to forward the bundle with a simple
modification to existing implementations. It is worth noting that RUCoP
might have explored more routes (potentially more reliable) than those
in 𝑅𝑙𝑛(𝑡𝑠), the construction of which is guided by best delivery time
as per CGR’s internal Dijkstra searches. Nevertheless, in Section 4 we
show that the RUCoP-based SDP metric outperforms baseline CGR
and approximates the theoretical outcome of RUCoP and L-RUCoP in
random and realistic application scenarios.

4. Result analysis

In this section, we propose a benchmark ecosystem to evaluate
the proposed routing schemes for DTNs under uncertain contact plans,
and use it to analyze the network performance when applying RUCoP,
L-RUCoP and CGR-UCoP.

4.1. Benchmark

A benchmark for DTNs under uncertain contact plans needs to
comprise all possible routing solutions that can be considered for such
scenarios. In particular, CGR, sought for fully scheduled DTNs and
S&W, sought for fully unpredictable DTNs sit at the edges of the
uncertain DTNs classification. Other intermediate schemes present in
the literature are also considered. Table 2 summarizes and compares
the routing schemes present in the benchmark. We briefly recapitulate
them as follows.

• Upper bound reference:

– CGR-FA: CGR-FA is an oracle-based fault-aware (FA)
scheme. It leverages the same single-copy implementation
than CGR, but uses a contact plan where contacts that will
fail are removed. By being able to know where and when
faults will occur, CGR-FA is used as a theoretical upper
bound providing the best achievable performance (delivery
ratio and energy consumption).
• Single-copy, certain contact plan:
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Table 2
Routing schemes in the benchmark.

Contact plan Encoded
probability

Encoded failures
(oracle)

Implementable
(local view)

Copies Main
optimization
metric

Routing algorithms

CGR-FA Yes Yes Yes No 1 Delivery
RUCoP Yes Yes No No 1–4 Delivery
L-RUCoP Yes Yes No Yes 1–4 Delivery
CGR-UCoP Yes Yes No Yes 1 Delivery
CGR Yes No No Yes 1 Delay
CGR-HOP Yes No No Yes 1 Delivery
CGR-2CP Yes No No Yes 2 Delivery & Delay
S&W No No No Yes 2–4 Delivery & Delay
– CGR: Current implementation of CGR [17] in ION
v3.5.0 [47] which forwards a bundle using the first contact
of the route which has the best delivery time among all to the
given destination. CGR assumes all contacts in the contact
plan will occur as planned.

• Single-copy, uncertain contact plan:

– CGR-HOP: A variant of CGR which forwards a bundle on
the first contact or hop of the route which has the least
hop count among all to the given destination. As discussed
in [48], reducing the hops increases the delivery probability
in uncertain contact plans, at the expense of delivery delay.

– CGR-UCoP: The RUCoP-enhanced CGR formulation pre-
sented in Section 3.4 that enables a straightforward imple-
mentation to leverage RUCoP model features in DTN nodes
based on ION protocol stack.

• Multi-copy, uncertain contact plan:

– RUCoP: Static routing rules are sent to each node in the
network. These routes are computed using the RUCoP model
in Algorithm 1. To determine the current state and decide
on the subsequent action, nodes have access to a global
view of the copy distribution on the network, which is
not necessarily feasible in reality. The benchmark considers
RUCoP with 1, 2, 3 and 4 copies.

– L-RUCoP: Static routing rules are sent to each node in the
network by means of the 𝐿𝑇 𝑟 table. The table comprises
a set of specific routing decisions, based on RUCoP model
computed for each node, destination and number of copies.
For each bundle, nodes decide routing based on the number
of local copies. The benchmark considers L-RUCoP with 1,
2, 3 and 4 copies.

– CGR-2CP: Another variant of CGR where two-copies (2CP)
are generated at the source [48]. Copies are forwarded via
both the best delivery time and the least hop count routes,
when different. CGR-2CP provides equal or better delivery
ratio than CGR-HOP with improved delivery delay.

• Multi-copy, no contact plan knowledge:

– S&W: Spray-and-wait routing provides similar performance
metrics than flooding with less overhead [24]. The traffic
source spreads a limited number of copies to the first con-
tacted neighbors and then wait until one of those copies
reaches the destination. We evaluate S&W with 2, 3 and 4
copies.

For each routing scheme, the benchmark considers and evaluates
the following routing metrics.

• Delivery Ratio: number of bundles successfully delivered over
number of bundles generated, excluding copies. This is the main
metric of the benchmark.
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• Delivery Delay: mean delay per bundle successfully delivered to
the destination. Non delivered bundles are not considered in the
metric; thus, this metric should be considered after the delivery
ratio.

• Energy Efficiency: number of bundles successfully delivered over
the total number of transmissions in the network. Also observed
after the delivery ratio, as good efficiency might come at the
expense of poor delivery.

We analyze the results obtained from two benchmark scenarios:
random networks and ring-road networks (RRN). The former renders
a highly connected network with several route paths, while the latter
comprises two realistic and simple topologies where satellites can
contact ground spots (RRN-A and RRN-B). In all cases, bundles sizes
are set small enough to avoid congestion biases. Also, channels are
configured as error-free (i.e., no packet drop) in order to focus the
analysis only on the uncertainty phenomena.

• Random Networks: Composed of 10 random topologies with 8
nodes and a duration of 100 s. Time is fragmented in episodes of
10 s. In each episode, the connectivity between nodes (i.e., pres-
ence of contacts) is decided based on a contact density parameter
of 0.2, similar to [35]. An all-to-all traffic pattern is assumed.
Each routing algorithm is simulated 100 times on each of the 10
networks and then averaged.

• RRN-A with ISL: The RRN-A is based on a realistic low-Earth
orbit Walker constellation of 16 satellites proposed and described
in [28]. Satellites act as data-mules by receiving data from 22
isolated ground terminals, store it and deliver it to a ground
station placed in Argentina. This is an all-to-one traffic pattern.
The dynamics of the topology and the specific orbital and ground
parameters are depicted in the left side of Fig. 8. In this case,
satellites are equipped with Inter-Satellite Links (ISLs) implying
contacts are also possible in-orbit [28]. Routes can thus involve
multiple hops between satellites and ground terminals. The sce-
nario is propagated for 24 h and sliced into 1440 time slots,
each of 60 s. Within a time slot, a contact is considered feasible
if a communication opportunity of more than 30 s exists. This
corresponds to a fine-grained model.

• RRN-B without ISL: A different Walker constellation topology of
12 satellites on polar orbits where no close-distance crossing is
present. The relevant parameters of this second RRN scenario are
also summarised in the right side of Fig. 8. Not having ISL implies
the routes to a target ground spot destination use at most one
data-mule satellite. In this case, the routing decision is taken by a
centralized mission control for data flowing from Internet to the
isolated terminals. This is a one-to-one traffic pattern where rout-
ing implies deciding which ground station will be used to upload
the data to which satellite. Two ground stations are configured
as gateways in Antarctica and Svalbard. This scenario considers
a coarse-grain model: time slots are defined in such a way that

contacts start and terminate within the time slot duration.
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Fig. 8. RRN satellite constellation topologies, parameters and orbital tracks. On the left, RRN-A with ISL shows the 22 ground nodes (sources of data) as well as the target ground
station in Argentina (many-to-one traffic). On the right, RRN-B without ISL shows the two ground station that can be used as gateways to reach a single target spot (one-to-one
traffic).
It is worth mentioning that orbital paths2 are calculated from
STK [49] and encoded into contact plans with contact plan designer
[50]. For the sake of simplicity, contact failure probabilities 𝑝𝑓 are
configured homogeneously in all links, ranging between [0,1]. Indeed,
𝑝𝑓 s is the independent variable in the benchmark. As a result, it is
expected that certain contact plan routing provide good metrics when
𝑝𝑓 ≈ 1, while non contact plan based solutions on 𝑝𝑓 ≈ 0. The
hypothesis is that uncertain contact plan approaches outperform both
in intermediate values of 𝑝𝑓 . By running a large routing simulation
campaign using DtnSim [51], we are able to determine on which ranges
of 𝑝𝑓 the hypothesis holds.

4.2. Results

The benchmark results3 are summarized in Fig. 9. To facilitate the
comparison with state-of-the-art solutions, metrics are plotted with
respect to CGR. CGR-FA is plotted as maximum theoretical bound in
dotted lines. Because the RRN satellite networks offer simpler (and less)
routes (i.e., less hop count) than the random networks, the potential
improvement evidenced by CGR-FA in these scenarios is significant
towards cases with higher failure probabilities (right hand-side of the
curves).

4.2.1. Delivery ratio
When contact failure probabilities are close to 0, the contact plan

occurs as expected (i.e., no uncertainties). In this context, and for all
studied scenarios, RUCoP, L-RUCoP and CGR-UCoP provide the same
delivery ratio performance than CGR. Being based on CGR calculations,
CGR-2CP and CGR-HOP also provide the same delivery ratio metric. On
the other hand, S&W algorithms offer limited relative performance in
these cases as they have no consideration of the topological knowledge
imprinted in the contact plan.

As the probability of failure increases, the delivery ratio diverges
for most techniques. In all scenarios, and for each number of copies,
RUCoP model provides the best delivery ratio results, improving as

2 STK scenarios, visualizations, orbital parameters and ground locations
as well as resulting contact plans for the proposed benchmark are publicly
available at https://sites.google.com/unc.edu.ar/dtsn-scenarios.

3 The RUCoP implementation in Python3 as well as the scripts used to
obtain the results presented in this sections are publicly available at https:
//bitbucket.org/fraverta/experiments-paper-ieee-tmc-2020.
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the number of allowed copies increases. This improvement becomes
more evident for larger 𝑝𝑓 . L-RUCoP follows RUCoP closely, with a
delta of performance explained by the fact of solely relaying on (a
pessimistic) local node’s knowledge. Also, as expected, S&W improves
the delivery ratio on scenarios with higher uncertainty. Depending on
the number of copies, S&W schemes can even outperform CGR baseline
in particular cases, as already indicated in [35]. In random networks,
S&W provides good two-copies results, in comparison with CGR-2CP;
however, the latter behaves better in simpler networks such as RRN
(delivery ratio for S&W-2 in RRN-A and B is always worst than CGR
baseline and thus not plotted). Nevertheless, L-RUCoP offers the best
single-copy implementable routing solution, closely followed by CGR-
UCoP, both improving CGR delivery ratio in cases with medium and
high failure probabilities. Moreover, in practical RRN scenarios, CGR-
UCoP also provides better performance than S&W with two copies, and
even better than S&W-3 in RRN with ISL. Indeed, L-RUCoP with one
copy provides the same outcomes than RUCoP-1, and remarkably, CGR-
UCoP (also single-copy) almost always delivers the same performance
than both (notice cross markers of RUCoP and L-RUCoP are behind
CGR-UCoP in most of the plots). This is compelling evidence that
the practical applicability of CGR-UCoP can provide great value at
minimum implementation costs. In particular, under high uncertainty,
CGR-UCoP outperforms CGR by 9% in random networks, 22% in RRN-A
with ISL and 25% in RRN-B without ISL.

4.2.2. Delivery delay
Although not specifically optimized for delivery delay, RUCoP and

L-RUCoP models exhibit a reasonable performance with respect to CGR
in this metric, especially in random networks. This can be explained by
the fact that RUCoP-based models consider all possible paths and can
determine the optimal one, which is not always the case of CGR as
already discussed in [52]. As 𝑝𝑓 increases, the delivery delay of RUCoP
decreases with respect to CGR, but with a much larger deliver ratio.
That is, the few bundles that arrive with CGR do so in a shorter time
on routes whose contacts do not present failures, while RUCoP is able
to deal with failures and deliver a greater number of bundles, some of
which take longer to arrive thereby increasing the average delay value.
On the implementable side, CGR-UCoP delivery delay performance
approaches CGR as the failure probabilities increases. In realistic RRN
scenarios, CGR-UCoP is consistently better than S&W routing as well as
CGR-HOP which honors low hops and potentially higher latency routes
(delivery delay for CGR-HOP is the lowest of all schemes not reaching
the scale of RRN-A and B plots). Notably, CGR-2CP offers very similar

https://sites.google.com/unc.edu.ar/dtsn-scenarios
https://bitbucket.org/fraverta/experiments-paper-ieee-tmc-2020
https://bitbucket.org/fraverta/experiments-paper-ieee-tmc-2020
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Fig. 9. Routing for DTNs under uncertain contact plan benchmark. From left to right, the different scenarios: random networks, RRN-A, and RRN-B. From top to bottom, the
different metrics: delivery ratio, delivery delay, energy efficiency. Delivery delay and energy efficiency have to be considered after delivery ratio, as they are computed from
delivered bundles only. Curves includes CGR-FA (oracle), RUCoP (1 to 4 copies), L-RUCoP (1 to 4 copies), CGR-UCoP (adapted CGR), CGR-2CP (two-copies), CGR-HOP (lowest
hop count metric), and S&W (2 to 4 copies).
performances than plain CGR as one of the two copies follows the same
lowest delivery delay route than CGR.

4.2.3. Energy efficiency
On the energy efficiency side, we care about the transmission effort

required to deliver the bundles. Naturally, single copies schemes offer
the least effort, especially CGR-HOP which also minimizes the overall
hops and thus, transmissions. On the other hand, multiple copy solu-
tions including RUCoP-4, L-RUCoP-4 and S&W-4 demand the largest
energy effort, being the latter consistently better, at the expense of a
lower delivery ratio. Remarkably, and being a single copy scheme, CGR-
UCoP always offer the same or better energy efficiency than CGR, and
is only outperformed by the less performing CGR-HOP and by S&W-2
in some cases.

To wrap up, RUCoP model proved to approach the ideal fault-
aware case of CGR-FA by leveraging the presented MDP formulation,
especially with larger number of copies. While RUCoP model can serve
as a routing solution with global view, L-RUCoP obtains similar results
based on a reduced local view in practical DTNs, and implemented in
existing protocol stacks by means of CGR-UCoP. Indeed, CGR-UCoP
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has shown that the consideration of the adapted SDP calculation of
RUCoP enables a very appealing performance over the whole failure
probability range in DTNs under uncertain contact plan.

4.3. Discussion

To properly frame the benefits and applicability of RUCoP and
L-RUCoP models and CGR-UCoP algorithm, we discuss some consid-
erations.

Multiple Senders: Although RUCoP model, as presented in Section 2,
takes one sender and one destination as arguments, multiple senders
can be considered in a single MDP if they seek to reach the same
destination. Indeed, this was already accounted for in the RRN-A case
(all-to-one traffic shape), where the same RUCoP was solved for each
of the 22 senders. Indeed, a policy was derived for each data flow from
a single execution of the MDP. This can be achieved because the MDP
tree for each case is exactly the same except the initial state at  . In
0
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Table 3
Scalability metrics.

Copies 1 2 3 4

Random networks

Time [s] 2 6 107 2416
States 74 318 1056 2915
Transitions 391 9491 179797 2804864
L-RUCoP time [s] +0.15 +0.42 +0.85 +1.51

RRN-A with ISL (fine grain)

Time [s] 258 291 657 3290
States 6091 76428 646152 4126765
Transitions 6973 99742 969861 7147805
L-RUCoP time [s] +12.92 +37.49 +107.19 +426.96

RRN-B without ISL (coarse grain)

Time [s] 18 21 38 134
States 898 8568 49774 220745
Transitions 1020 11133 73566 369689
L-RUCoP time [s] +1.75 +4.38 +9.02 +21.16

general, this approach can be generalized as long as different data flows
do not compete for a same limited channel resource (i.e., congestion).

Congestion: In general, congestion is an open research issue in DTN
53]. In this context, RUCoP-based models have been sought for and
valuated in scenarios where congestion is not present. This means
hat when a route is determined for a bundle, it is assumed that there
ill be enough capacity to allocate such data transmission (i.e., sizes
f the bundles is by far smaller than the contact capacity). While this
an be the case for unsaturated networks, congested networks would
eed to rely on simulations analysis that validates if the RUCoP routing
ssumptions holds.

calability: Table 3 summarizes the scalability metrics of the evaluated
cenarios when using RUCoP. In particular, the execution time on an
ntel i7 processor with 16 GB of RAM running an Ubuntu 19.10 was
easured for a Python3 implementation of the RUCoP routine. The

xplored states and evaluated transitions were listed to observe their
ncrement with larger scenarios and required copies. Results show that
UCoP is well suited to solve realistic cases in reasonable time. Indeed,

ess than an hour is required for the more complex case of RRN-A with
SL and four copies of the data. As already explained, a coarse model
f the network offers significant gain in processing time, at the expense
f less accurate results.

Compared with the computation time required by RUCoP, calculat-
ng L-RUCoP routing matrix demands a reduced overhead. The specific
rocessing time for each of the case studies is reported in the L-RUCoP
ime[sec] column, in Table 3. In particular, the time required for
omputing L-RUCoP-2 for the RRN-A scenario is the sum of those for
UCoP-1 and RUCoP-2 (i.e., 258 + 291 = 549 seconds), plus the cost of
uilding the L-RUCoP routing matrix (37.49 s), adding up for a total of
86.49 s. As RUCoP computation can be done in parallel, the time can
e significantly reduced.

. Conclusion

Delay Tolerant Networks (DTNs) classification has biased the re-
earch of routing algorithms to fit either fully scheduled or
ynamically-learned probabilistic use cases. In this paper, we have
ncovered that routing under uncertain contact planning deserves
different classification. Uncertain DTNs have not only applicable

elevance but also can serve as a more generic routing approach for
any practical DTNs.

A first Markov Decision Process coined RUCoP was introduced
or arbitrary number of copies in uncertain DTNs. RUCoP provides

theoretical upper bound for the data delivery ratio when a global
ision of the system is possible. RUCoP enabled the derivation of L-
UCoP when knowledge is restricted to a local view, and single-copy
14
CGR-UCoP where the outcomes of the MDP model can drive routing
decisions of the popular CGR routing algorithm.

To evaluate RUCoP, L-RUCoP and CGR-UCoP, we have proposed
an appealing benchmark comprising random and realistic case studies
as well as candidate routing solutions. Results showed that RUCoP
and L-RUCoP models approach the ideal case as the number of copies
increases. On the other hand, single-copy CGR-UCoP has also provided
outstanding results under uncertain contact plans, outperforming both
CGR (scheduled routing) by up to 25% in realistic satellite DTNs with
uncertain links.

Future work involves the comparison with the simulation results
reported in [40] as well as further research on multi-objective optimiza-
tions comprising delivery delay and route reliability for CGR-UCoP,
which will be implemented and proposed for NASA’s ION protocol
stack. Succeeding in such endeavor would settle CGR-UCoP as the
de-facto routing scheme for DTNs with uncertain contact plans.
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